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EXECUTIVE SUMMARY 
 
Are we finally done with the outrageous cost of legal fees for litigation? Can we all ask our 
LLMs to draft the perfect complaint and take legal action? Not so fast, but there’s new hope. 
 
Despite advances in model capability, the core challenge in legal drafting is reliable retrieval and 
reuse of correct information with verifiable provenance. While retrieval-augmented generation 
(RAG) is commonly used, unreliable and inaccurate retrieval makes it insufficient for complaint 
drafting. Current LLM models and agents that are built on them have four failure modes: 
hallucination and poor retrieval, omission, misclassification, and compliance. These could lead 
to a materially weakened filing that exposes plaintiffs and attorneys to legal and financial harm.  
 
Complainer, Luri’s first document generation tool, is designed to produce jurisdiction-specific 
and compliant civil complaints. Unlike single-prompted or loosely chained LLM workflows, 
Complainer’s orchestration layer enforces bounded control over how legal information is 
classified, reused, and rendered. Each generation step is constrained by explicit inputs, prior 
outputs, and jurisdictional rules, reducing risk of drift or inconsistent pleading. 
 
Complainer is designed to run wherever legal work happens across multiple user interfaces and 
platforms. Across deployment models, Complainer creates value for attorneys, clients, and 
enterprise adopters while maintaining strict privacy boundaries: we do not use customer data to 
retrain models, and user-provided information is isolated per session and per client, with no 
cross-customer reuse or fine-tuning. This approach supports attorney ethical duties, preserves 
client confidentiality, and meets enterprise-grade data governance expectations.​  

Litigation is expensive because drafting errors can be catastrophic. As underlying large language 
models get smarter, generic prompting is still not immune from drifting. Complainer generates 
documents with structured intake, jurisdictional classification, and verification-backed assembly 
that keep facts, claims, and remedies consistent from captions to prayer for relief. With its 
orchestration layer, Complainer keeps compounding reliability. The future of complaint drafting 
won’t solely rely on better prompting, but on controlled intelligence you can trust throughout the 
legal process. 
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Considerations for Using LLMs in Legal Complaint Generation 

Large language models are now used broadly across legal workflows, including research, 
summarization, and drafting support. As adoption expands, use cases have naturally moved 
towards higher-value work.  

One of the most well-defined and consequential applications is legal complaint drafting. Every 
civil case begins with a complaint, which sets jurisdiction, causes of action, and remedies. Legal 
complaint drafting is one of the highest-stakes writing exercises: small errors in facts, causes of 
action, or remedies can cascade into material monetary consequences. This level of accuracy is 
what clients expect from their attorneys to give them the best chance to win on the merits, and 
not lose because of technicalities.  The demand side perspective shows how attorneys need 
tooling or deep subject-matter expertise to reliably capture, preserve, and apply 
jurisdiction-specific nuance across an entire complaint without introducing drift or error. 
Jurisdictional nuance is not optional in legal complaint drafting; a filed complaint must comply 
with the governing court’s procedural rules and substantively valid causes of action and 
remedies. 

If LLMs can generate legal language, it is reasonable to ask whether high-cost complaint drafting 
can be replaced. We broadly identify four failure modes that deem unconstrained LLM complaint 
drafting legally unsafe: 

(1) hallucination and poor retrieval: inventing statutes, case law, or authorities, as well as 
jurisdictional compliance errors ​
 (2) omission: leaving out required elements or remedies, or​
 (3) misclassification: for example, assigning the wrong cause of action ​
 (4) style and formatting: the complaint sample can read more like a case analysis rather than a 
standard complaint following procedural rules   

A hallucinated statute can undermine credibility across the pleading; a single misclassified cause 
of action can trigger omitted remedies, and a stylistic deviation can signal procedural 
noncompliance. The cumulative effect is a materially weakened filing that exposes clients and 
attorneys to avoidable legal and financial harm, including sanctions, professional risk, and the 
loss of otherwise winnable relief. Therefore, when applied to complaint drafting, LLMs are not 
merely writing aids since they function as de facto legal classifiers, rule selectors, and procedural 
synthesizers. Any failure in these roles propagates forward through discovery, motion practice, 
and settlement posture. A relevant evaluation framework assesses whether the output reliably 
preserves legal correctness under jurisdictional, procedural, and factual constraints. 

Despite advances in legal reasoning and training, modern LLM stacks maintain only weak, 
transient context; a related core problem in legal drafting is unreliable retrieval and reuse of 
information with verifiable provenance. These issues often stem from weak memory and context 
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handling in single to multi-pass generation user experiences. A “generic prompt” box forces 
users to patch errors manually, which often introduces drift and new inconsistencies across 
sections of the complaint. LLMs, including advanced reasoning models trained on legal datasets, 
that compel the user to rely on generic prompting are often prone to these issues. In practice, the 
issue is not just model intelligence but also architectural design of LLMs. Generic prompting 
lacks the mechanisms necessary to enforce structured factual, procedural, and jurisdictional 
dependencies throughout the complaint drafting process. Without properly enforced structure, 
validation, and memory reuse, even strong models degrade as drafting progresses.  

What is required is not a smarter prompt, but a system that constrains how intelligence is applied.​ 

Complainer as a Case Study in Constrained Orchestration​ ​  

Complainer is Luri’s first document generation tool – it is an AI-enabled legal complaint drafting 
system designed to produce jurisdiction-specific, procedurally compliant civil complaints with 
reduced hallucination, omission, and classification error. Unlike generic LLM chat interfaces, 
Complainer constrains generation through structured intake, task-specific agents, and stateful 
document assembly to ensure that facts, causes of action, and remedies remain consistent across 
the entire pleading. 

Complainer implements a proprietary structured orchestration layer for legal complaint drafting. 
By “orchestration layer” we mean a structured, proprietary orchestration framework that 
governs: 

-​ Contextual segmentation: separating user input into distinct fields (incident details, 
parties, jurisdiction, remedies sought, etc.). 

-​ Agent routing: assigning each field or task to a specialized prompt-agent. 
-​ Chatbot assisted drafting: most closely resembling generic prompting. Chatbot-assisted 

drafting is intentionally scoped and supervised, allowing users to iteratively refine 
language while preventing unstructured prompts from overriding previously validated 
facts, causes of action, or remedies.​ ​  

For example, once jurisdiction and venue are classified, downstream agents are restricted to 
causes of action and remedies valid for that court, and later drafting stages cannot introduce new 
claims without changing the original incident details or re-validation.  
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Architectural Requirements for Reliable Legal Drafting 

Complainer Workflow 

 

Unlike single-prompt or loosely chained LLM workflows, Complainer’s orchestration layer 
enforces rule-based control over how legal information is classified, reused, and rendered. Each 
stage of drafting is constrained by explicit inputs, prior outputs, and jurisdictional rules, reducing 
the likelihood of downstream drift or internally inconsistent pleadings.  
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This infrastructure is our proprietary ensemble that makes the Complainer tool more accurate 
and less error prone. The ensemble consists of structured intake schemas, jurisdiction-aware 
classification agents, drafting agents, and verification checkpoints that operate over shared 
canonical memory. This architecture is designed to prioritize internal consistency and legal 
plausibility over unconstrained linguistic fluency. 

This architecture allows Complainer to benefit from advances in foundation models without 
inheriting their failure modes. Model upgrades improve linguistic and reasoning capacity, while 
Complainer’s orchestration layer preserves determinism, traceability, and consistency.  
 
Deployment, Privacy, and Ethical Alignment 
 
Complainer is interoperable across multiple UIs and platforms. Publicly to consumers, 
Complainer is currently a web-based drafting assistant. For attorneys, legal aid organizations, 
and corporate in-house teams, Complainer is being designed to meet lawyers inside their case 
management and document workflows. Complainer can create multiple pathways for value for 
individual attorneys and clients or enterprise adoption, while never using user data to retrain any 
models. User-provided data is isolated per session and per client, with no cross-customer 
training, reuse, or model fine-tuning. This design aligns with attorney ethical obligations, client 
confidentiality requirements, and enterprise data-governance standards.​ ​ ​  

Memory, State, and Drift: Why Structure Beats Prompting​ ​ ​ ​  

A core weakness of single-pass LLM systems is confused statelessness: models hold only weak, 
transient memory of prior user inputs or earlier drafting steps. In legal contexts, this leads to 
omission, inconsistency, and hallucination as users continue prompting which, among other 
issues, creates drift, shifts remedies, leaves out facts previously listed, and drops applicable 
causes of action while identifying new ones. In legal drafting using AI, a key failure is unreliable 
memory reuse without verifiable provenance.​ ​ ​  

Complainer addresses this through stateful orchestration that maintains structured memory across 
research and drafting steps:​  

-​ User Input Memory: Structured intake responses are stored as canonical data, 
preventing drift in later drafts. 

-​ Agent Memory: Each specialized agent receives the canonical intake and prior agent 
outputs, ensuring consistency across classification, drafting, and verification. 

-​ Document Assembly Memory: When assembling the final draft, Complainer 
cross-checks stored inputs and outputs.   

Thus, Complainer’s internal memory and consistency protocol is responsible for tracking 
structured inputs, agent outputs, and document-level verification. This protocol converges the 
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complaint generation to both case and document-level consistency essential for legal filings. If 
accuracy is plotted on the y-axis and drafting progression on the x-axis, generic LLM output 
follows a declining curve as early fluency gives way to drift, inconsistency, and error as context 
accumulates. A structured system maintains a consistently higher accuracy curve over time 
because each drafting step is constrained by prior validated inputs. 
 
Limitations and Human Oversight 
 
Conceptually, both generic LLM drafting and Complainer diverge over time as foundation 
models improve. When accuracy is plotted on the y-axis and model capability over time on the 
x-axis, generic LLM drafting tracks the base model curve. Each new model improves fluency 
and reasoning and Complainer's curve remains consistently above this baseline because it 
constrains emergent failure modes. As models improve, Complainer inherits those gains while 
self-improving at preserving structured memory, jurisdictional classification, and verification. 
The reason is structural as the LLM serves as the foundation layer and Complainer continuously 
adds scaffolding. Each improvement in the underlying LLM raises the floor while the 
orchestration layer adds additional “height” through control and validation. 

Complainer is designed to support legally trained users in producing structured draft complaints. 
It does not provide legal advice, does not replace attorney judgment, and does not independently 
determine legal strategy or filing decisions. 

Summary​ ​  

Complainer directly addresses the four primary risks in AI-assisted complaint drafting: 
hallucination is reduced through jurisdiction-aware agents and verification checks, while 
retrieval accuracy is improved through agent-controlled RAG that governs what information is 
retrieved and when; omission is mitigated by structured intake and required-element validation; 
misclassification is constrained by cause-of-action classification agents tied to venue and claims 
logic; and style and formatting errors are minimized through rule-based document assembly 
aligned with court-specific pleading conventions. These collectively strengthen reliability, and 
scalability of Complainer for complaint generation. Additionally, as underlying LLMs improve, 
Complainer’s performance advantage persists—generic systems reset to the same failure modes 
with each new prompt, while Complainer compounds improvements by standing on the same 
base model while continuously adding structural controls.  ​  
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